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Abstract

The potential benefits and risks of artificial intelligence technologies have sparked a wide-ranging debate in both academic
and public circles. On one hand, there is an urgent call to address the immediate and avoidable challenges associated with
these tools, such as accountability, privacy, bias, understandability, and transparency; on the other hand, prominent figures
like Geoffrey Hinton and Elon Musk have voiced concerns over the potential rise of Super Artificial Intelligence, whose
singularity could pose an existential threat to humanity. Coordinating the efforts of thousands of decentralized entities to
prevent such a hypothetical event may seem insurmountable in our intricate and multipolar world. Thus, drawing from both
perspectives, this work suggests employing the tools and framework of Stoic philosophy, particularly the concept of the
dichotomy of control—focusing on what is within our power. This Stoic principle offers a practical and epistemological
approach to managing the complexities of Al, and it encourages individuals to organize their efforts around what they can
influence while adapting to the constraints of external factors. Within this framework, the essay found that Stoic wisdom
is essential for assessing risks, courage is necessary to face contemporary challenges, and temperance and tranquility are
indispensable; and these lessons can inform ongoing public and academic discourse, aiding in the development of more
effective policy proposals for aligning Narrow Al and General Al with human values.
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1 Introduction

Artificial intelligence (Al) is one of the most transformative
and debated technologies of our time, with the potential to
revolutionize aspects of human life such as healthcare, edu-
cation, communication, and entertainment. However, Al also
poses significant risks and challenges in areas like human
rights, social welfare, and global security. The pivotal ques-
tion is how to guide the responsible and ethical development
and utilization of Al in a way that benefits humanity rather
than causing harm, especially considering the current and
potential risks associated with the technology and the possi-
bility of a Super Artificial Intelligence (Super AI) emerging.
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Within this context, it is crucial to recognize that Al is
a significant technology that spans various scientific and
engineering disciplines, enabling machines to learn by
“memorizing particular facts or brand-new information”
[3]. While there is no universally agreed-upon definition
of intelligence, “but one aspect that is broadly accepted is
that intelligence is not limited to a specific domain or task,
but rather encompasses a broad range of cognitive skills
and abilities” [8]. Current Al technologies exhibit a wide
array of capabilities, from enhancing daily experiences like
providing optimal navigation routes to performing complex
tasks such as generating textual content based on user inputs;
thus, a broad definition of Artificial Intelligence could be
“the study, design, and building of intelligent agents that
can achieve goals” [6]; Al can be categorized into Narrow
Al, which is “goal-oriented and performs specific tasks” [3],
and General Al, which, though it does not yet exist, refers
to technologies with “the capability to understand and think
similarly to humans.” (ibid).

Besides defining Al, understanding and refining the
taxonomies of Al is important for creating a regulatory
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framework. Revising the risk taxonomies is crucial because
it can anchor public policy development related to Al regu-
lation. Also, it is essential to acknowledge the anxiety sur-
rounding the potential emergence of a technology where
“technological growth becomes uncontrollable and irrevers-
ible, resulting in unforeseeable changes to human civiliza-
tion” [28].

Western media has often depicted Al as a technology
that could potentially cause significant harm to humanity.
While some narratives present Al in a non-threatening light,
the predominant stories emphasize catastrophic outcomes
that could arise from its misapplication [24] Historically,
this perspective was largely confined to pop culture, but in
recent years, prominent public figures like Elon Musk and
Al research organizations such as OpenAl have highlighted
the risks associated with the development of Artificial Gen-
eral Intelligence (AGI) and the subsequent possibility of a
Super Al; moreover it is crucial to recognize that not all Al
poses the same level of risk, and grounding policy discus-
sions within this context is essential for effective regulation
and public understanding.

The European Union’s Al Act serves as a key example,
adopting a risk-based framework to classify Al technolo-
gies and shape regulatory measures [1]. This legislation
emphasizes the need for a solid theoretical and analytical
foundation, essential for crafting comprehensive policies
that harmonize innovation with ethical considerations and
the public good [15]. However, the regulation does not fully
address the ongoing debate about the risks of Narrow Al,
AGI, or Super AL

The notion of the dichotomy of control in Stoic philoso-
phy offers a referential framework for assessing the avoida-
ble, current, immediate, and potential risks of Al It proposes
a more balanced approach to addressing these risks while
capitalizing on the technology’s societal benefits. Within
this context, the current essay will unfold as follows: Sect. 2
introduces pertinent notions of Stoic philosophy and its rel-
evance to this essay, alongside the debate that sparked the
elaboration of this work. Section 3 examines the taxonomies
of Al risk. Section 4 focuses on discussions around the fears
of a Super Al, their impact on public policy and the research
and development of this technology. Section 5 explores how
Stoic philosophy can aid in cultivating resilience, wisdom,
and ethical decision-making in the face of Al challenges.
Finally, Sect. 6 concludes with the scope of this study and
areas of opportunity for future research.

2 On Stoic philosophy
This essay delves into Stoic philosophy, an ancient Greek

school of thought established by Zeno of Citium in the
early third century BCE. Stoic philosophy underscores the
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importance of concentrating on what is within our control
and accepting what is not, a principle known as the “dichot-
omy of control” ([43], pp. 31-27). And several renowned
Stoic philosophers—notably Chrysippus, Marcus Aurelius,
Epictetus, and Seneca—emphasized this concept; for exam-
ple, Marcus Aurelius, a Roman Emperor, reflected on this in
his writings, the Meditations, noting that internal thoughts
and attitudes are within our control, whereas external events
are not by stating “...things do not take hold upon the mind
but stand without unmoved, and that disturbances come only
from the judgment within” (Meditations, IV.3).

The Stoics believed in fate as an “ordering and sequence
of causes” that determines every fact in the past, present, and
future (Cicero, On Divination, 1.125-6) [11]. Chrysippus (c.
279—c. 206 BC) distinguished between simple and conjoined
outcomes. Simple outcomes, such as the death of a mor-
tal, occur regardless of other events. Conjoined outcomes,
however, occur as linked cause and effect: “For instance, if
Oedipus is going to be born of Laius, that is conjoined with
Laius and Jocasta having intercourse” [41]. In the case of the
fated emergence of a Super Al aligned with human values,
that alignment would be conjoined with the actions of invest-
ing sufficient resources to develop responsible technology.

Epictetus (c. 50—c. 135 AD), a Greek Stoic philosopher
and former slave, famously articulated the Stoic doctrine of
control in his Enchiridion, stating: “Some things are within
our power, while others are not. Within our power are opin-
ion, motivation, desire, aversion, and, in a word, whatever
is of our own doing; not within our power are our body, our
property, reputation, office, and, in a word, whatever is not
of our own doing” (Enchiridion, I.1). This principle empha-
sizes focusing on what we can control and accepting what
we cannot. Seneca the Younger (c. 4 BC-AD 65) echoed
these sentiments in his writings. In Letter XIII.14, he wrote:
“Let another say: ‘Perhaps the worst will not happen’. You
yourself must say: “Well, what if it does happen? Let us see
who wins! Perhaps it happens for my best interests’”. This
reflects the Stoic attitude of preparedness and resilience in
the face of adversity.

Thus, Stoicism teaches that our character, whether we
are virtuous or knowledgeable, is in our control, while some
external events are not. Marcus Aurelius (121-180 AD)
advised:

“What shall we say? Wait in peace, whether for extinc-
tion or a change of state; and until its due time arrives,
what is sufficient? What else than to worship and bless
the gods, to do good to men, to bear them and to for-
bear; and, for all that lies within the limits of mere
flesh and spirit, to remember that this is neither yours
nor in your power” (Meditations, V.33).

Epictetus also remarked, “When I see someone in anxi-
ety, I say to myself, what can it be that this fellow wants?
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For if he did not want something that was outside of his
control, how could he remain in anxiety?” (Discourses,
Book II, ch. 13, § 1) [14]. In this sense, Stoic philosophy
serves as a practical tool to address various issues sur-
rounding Al. This field has seen a resurgence, thanks to
authors like A. A. Long, Gisela Striker, Julia Annas, Pierre
Hadot, Martha Nussbaum, Brad Inwood, John Sellars, and
Laurence Becker [52]. What makes Stoicism a valuable
perspective for engaging with Al risk discussions? To
answer this Spence [52] comments:

Stoicism encourages active political and social
engagement and not merely a retreat to a commu-
nal garden; unlike Cynicism, Stoicism considers
preferred indifferents like health, wealth and social
status as desirable so long as they accord with a vir-
tuous lifestyle. The Stoics, however, concur with the
Cynics that only virtue is good and that it alone is
both necessary and sufficient for a good and happy
life, a eudaimonic life.

In addition, Spence [52] outlines seven key principles
of Stoic and Neo-Stoic Philosophy. First, the concern
should be directed only towards things within our control;
Second, the pursuit of eudaimonia, or well-being, is essen-
tial; Third, one should strive to live a life characterized by
virtue and wisdom; Fourth, cosmopolitanism advocates
for collective action; Fifth, living a life in agreement with
nature is emphasized; Sixth, oikeiosis is highlighted as
the practical necessity for moral transformation, offering a
framework for such change in practice. Lastly, philosophy
is presented as a way of life. All these principles contrib-
ute to the broader discourse on Al and ethics; however, the
discussion of the dangers of Narrow Al and AGI will focus
primarily on the principle of control.

Stoic philosophy teaches that we have control over our
mental and behavioral responses, such as our opinions,
desires, and personal choices. In contrast, we do not con-
trol the behavior of others, world events, or natural occur-
rences. As Marcus Aurelius, Epictetus, and Seneca, among
other Stoics, instruct, we should direct our efforts towards
areas within our influence and maintain a serene accept-
ance of those beyond our control.

However, Stoicism does not promote passivity or indif-
ference in adversity. Instead, it encourages individuals to
face challenges with rationality, temperance, tranquility,
and virtue or excellence in general (arete), acknowledg-
ing that while we cannot always control external events,
we can control our reactions to them. As Epictetus stated:
“Come now, haven’t you been endowed with faculties that
enable you to bear whatever may come about? Haven’t you
been endowed with greatness of soul? And with courage?
And with endurance?” (Discourses, Book I, ch. 6, § 28)
[14].

Stoicism does not suggest that we ignore the immutable;
rather, it teaches us to acknowledge and accept what cannot
be changed while focusing our efforts on what we can con-
trol. The philosophy encourages a balanced approach, rec-
ognizing the existence of unchangeable external factors but
emphasizing the importance of our internal responses and
attitudes toward them. Therefore, Stoic philosophy advo-
cates facing challenges with courage, prudence, and resil-
ience. This tenet is reinforced by the doctrines of eminent
Stoic philosophers such as Chrysippus, Marcus Aurelius,
Epictetus, and Seneca, who all emphasized the “dichotomy
of control,” differentiating between what falls within our
power and what does not.

Marcus Aurelius famously stated that true power lies in
our minds, not in external circumstances, and recognizing
this is a source of strength (Aurelius, Meditations, Book IV,
Sect. 5): lessons that were valuable for him in his duties as
both a general and an emperor. Seneca follow these senti-
ments in his works, particularly in “On the Shortness of
Life”, where he discusses the importance of concentrating
on what is within our control, aligning with the Stoic focus
on inner virtues and choices by stating:

“We are in the habit of saying that it was not in our
power to choose the parents who were allotted to
us, that they were given to us by chance. But we can
choose whose children we would like to be. There are
households of the noblest intellects: choose the one
into which you wish to be adopted, and you will inherit
not only their name but their property too” (15.3) [49].

While the Stoics encourage us to align ourselves with
the teachings and virtues of prudent individuals rather than
irresponsible alarmists, they also advocate for open-mind-
edness, reminding us of the importance of listening more
than speaking, as symbolized by our having one mouth but
two ears. These esteemed Stoic philosophers collectively
emphasize focusing on what lies within our realm of influ-
ence—our thoughts, beliefs, attitudes, and actions—while
accepting with equanimity those aspects beyond our control,
such as external events, the actions of others, and natural
occurrences. And this philosophical stance enables us to
tackle the pressing issues in the debate over the risks of
Narrow Al, AGI, and potentially Super Al; however, it is
imperative first to examine the division that has sparked the
disputes fracturing many connections within this discourse.

2.1 On the Al schism

The emergence of Generative Al (Gen AI) models like
Claude-3 and ChatGPT has sparked a significant debate
within the AI community. Before the public unveiling of
these models, discussions on Al risks and regulations pri-
marily focused on the acknowledged dangers of Narrow Al.
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Authors across various fields, such as O’Neill [42] and Van
Dijck et al. [54], have extensively documented these risks,
which include concerns about privacy, discrimination, and
information access. These issues are particularly pertinent
in areas where machine learning models are applied, such as
surveillance with facial recognition technology, healthcare,
commerce, and media and platforms like Netflix.

Generative Al models have introduced increased risk
and complexity in regulation. Many researchers and experts
commend ChatGPT for its advancements in natural lan-
guage processing and its potential for diverse applications.
However, there are also voices raising ethical and societal
concerns, pointing out the dangers of spreading misinforma-
tion, manipulation, bias, and deception. Consequently, the
conversation surrounding Generative Al has expanded to
encompass debates on the limitations and responsibilities
tied to AI’s development and use.

Sam Altman, CEO of OpenAl—the organization behind
ChatGPT—has cautioned against the risks of misinforma-
tion and “hallucination” (the fabrication of information) that
these models may present. Altman advises, “The appropri-
ate way to perceive the models we create is as reasoning
engines, not repositories of facts” [21]. While ChatGPT
can generate coherent and logical text, it may not always
be factual or accurate and users are encouraged to approach
interactions with ChatGPT with caution and critical think-
ing, rather than treating it as a reliable source of information.

Altman presented his concerns to the US Congress [77],
discussing the potential risks of ChatGPT and Large Lan-
guage Models (LLMs). Nonetheless, several researchers and
engineers argue that the fear of malevolent Al distracts from
the actual, current problems caused by technology. These
problems extend beyond human rights issues to include a
lack of accountability and fairness in Al systems, as well as
their impact on security, democratic processes, and human
dignity.

OpenAl has come under scrutiny for not disclosing the
training methods of ChatGPT, raising concerns about the
human right to information access. Sam Altman, criticizing
the EU AI Act, remarked, “The current draft of the EU Al
Act would be overly restrictive, but we’ve heard it’s going
to be revised” [62]. And he suggested that such restrictions
could hinder Al innovation, which has potential applications
in addressing global challenges like climate change.

Considering the capabilities of ChatGPT and other large
language models (LLMs), they serve as valuable tools in
research and academia, assisting with grammatical correc-
tions and basic editing. For example, the authors of this
paper utilized ChatGPT for grammar refinement. Addition-
ally, LLMs like Chat GPT can tentatively help “to grade
and provide feedback on student assignments” [32]. How-
ever, these models also present risks in education, such as
enabling students to “cheat on essay writing assignments
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by feeding the chatbot specific prompts and questions, and
then copying and pasting the generated responses into their
own papers” [26]. Moreover, text-to-image models pose
additional challenges to academic integrity by sometimes
bypassing peer review processes with misleading outputs
[30]; and the ever-present risk of hallucinations (making
things up) suggest that people should be taught about the
limitations and capabilities of these models with practices
such as prompt engineering (using the best instructions) that
can help improve their work in areas such as proofreading,
ensuring that the output is both accurate and reliable.

Now, the debate on whether large language models
(LLMs) utterly understand central to regulatory discussions,
requiring insights from contemporary philosophy and data
science. This discourse, as emphasized by Hinton (initially)
and Ng [68], should focus on the immediate challenges
posed by these technologies. Additionally, we can draw from
Stoicism, which distinguishes between avoidable and una-
voidable risks, to inform our understanding of Al. Claims of
self-awareness in models like Claude-3 [71] have intensified
debates on the actual, present risks of Al, contrasting with
the speculative fears of a singularity event.

The debate on Narrow Al versus AGI and Super Al is
particularly pressing, given the division it has caused among
the public, media, and academic community. Some view
the Super Intelligence risk debate as a diversion by corpo-
rations from the urgent issues current AI models present.
For instance, Geoffrey Hinton has been caught up in this
controversy. Timnit Gebru expressed skepticism at Rights
Con, questioning the sudden shift in narrative around GPT-
4: “Just a few months ago, Geoff Hinton was discussing
GPT-4 and likening it to a caterpillar that consumes data
and then transforms into a magnificent butterfly; now, sud-
denly, it is being portrayed as an existential risk. I mean,
why are people taking these individuals seriously?” (Ryan-
Mosley, 2023).

The perceived level of risk differs from the existential
risks (X-risks) described by Karina Vold and Daniel R. Har-
ris [56] as the most significant threats to humanity. This
raises the question: should we categorize current Al as a risk
based on misconceptions about its capabilities? Given the
current technological state, the answer might be no. How-
ever, it is crucial to address the risks associated with existing
Narrow Al models, even if they do not pose a catastrophic
threat. Just as we cannot afford to ignore the consequences
of climate change and the need for preventative measures,
we must also proactively address the immediate and fore-
seeable risks of Al This involves cutting through the noise
and distractions from various camps—those focusing on
immediate risks and those undermining current problems
by shifting attention to non-existent scenarios. It is essential
to address both the immediate concerns and the potential for
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the most catastrophic scenarios that general artificial intel-
ligence might pose.

Now, the division between high-risk and immediate-risk
perceptions of Al may stem from several factors:

1. The significant attention garnered by the LLM model
upon its public release in 2022. The public and academia
outside of Al research were introduced to a new kind of
generative Al capable of not just recommending movies
on Netflix but also predicting and generating text.

2. The scrutiny these models face within regulatory frame-
works, such as the Al Act in Europe [16, 17].

3. Public statements by figures like Elon Musk, who have
voiced concerns about Al risks.

4. The ability of LLMs to emulate and reproduce human
language—a quality many philosophers and humanists
value—through computational means, contributing to
a narrative that diverts attention from the technology’s
immediate and avoidable problems and pressing issues.

Finally, the replication of human language by LLMs
through computational power, algorithm technology and
bast amounts of data, has led to a narrative that overshadows
the immediate and pressing issues of the technology, as dem-
onstrated by the attention given to ChatGPT and the specu-
lative concept of Super Al. This has resulted in a schism
and considerable noise regarding the problems of narrow
and general Al, which can be better understood through a
Stoic perspective of control. However, for narrow Al, there
are taxonomies that explain the associated risks, providing
a foundation to address policy and regulation effectively.

3 On taxonomies of risk of Al

To comprehend the challenges posed by current Al models,
it’s crucial to categorize the risks they present. This section
draws upon the risk taxonomies established by the National
Institute of Standards and Technology (NIST) and New-
man’s work on a taxonomy of trustworthiness for artificial
intelligence, which connects trustworthiness attributes with
risk management and the Al lifecycle (Center for Long-
Term Cybersecurity, 2023). These frameworks address risks
related to technical and design features, perceptions of Al
systems, regulatory policies and principles, as well as envi-
ronmental impacts.

NIST [40] identifies four key elements to evaluate techni-
cal risks: Accuracy, Reliability, Robustness, and Resilience
or Security. Accuracy is the Al system’s ability to yield
correct and consistent results. Reliability refers to its per-
formance under normal conditions. Robustness denotes the
system’s capacity to cope with adverse or unforeseen situa-
tions. Resilience or Security involves the system’s ability to

recover from disruptions or damage. Blackman [5] distin-
guishes between two Al development approaches: “Al for
Good,” which seeks positive societal impact, and “Al for
not Bad,” which aims to avoid ethical missteps while pursu-
ing various objectives, whether ethically commendable or
neutral.

Regarding socio-technical attributes, NIST [40] consid-
ers how Al-related risks are measured, the systems’ broader
implications for users, and the influence on human judg-
ment. These attributes include explicability, which clarifies
model predictions, and interpretability, which effectively
contextualizes model outputs. NIST also emphasizes the
importance of addressing privacy, safety, and bias in Al
models and systems.

Blackman [5] points out that bias, privacy, and explain-
ability are the three most significant Al risks. At forums on
Al ethics, discussions often center on Al bias, the opacity
of algorithms, and privacy violations. Models trained on
biased data risk perpetuating those biases and pose signifi-
cant privacy threats concerning the data they’re trained on
and consumer data. Additionally, the models act as “black
boxes” because it’s challenging for users to understand how
predictions are made, or the operational details are kept con-
fidential by developers and companies.

The significance of interpretability in Al cannot be over-
stated. Newman [39] explores ways to make model uncer-
tainty more comprehensible, such as incorporating confi-
dence intervals, conditional probabilistic predictions in
natural language, and calibration techniques. These meth-
ods can be implemented organizationally through tools or
systems designed for transparency, facilitating an intuitive
understanding of the elements under development [40].

NIST also outlines guiding principles contributing to Al
trustworthiness, serving as a regulatory and public policy
framework. These principles include fairness, which neces-
sitates the absence of harmful bias; accountability, identify-
ing responsible parties for system errors or misconduct; and
transparency, detailing the extent of information accessible
to users for understanding Al systems’ decision-making pro-
cesses. Notably, NIST’s principles are reflected in various Al
regulatory proposals and design frameworks, such as those
by the OECD, the EU, and local regulations like Japan’s Al
Governance [35].

Newman [39] emphasizes that without Transparency,
even secure and reliable Al systems may fail to earn user
trust. Accountability is closely linked to this, as identify-
ing errors or misconduct in Al development, research, and
implementation requires an understanding of how systems
work and generate predictions. Transparency also involves
disclosing the datasets used to train Narrow or Weak Als
(Artificial Intelligence), which often contain biases that
must be recognized and mitigated by researchers; these
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biases can influence the predictions made by Al platforms
[38, 39].

Another concern is the transformative effects of technol-
ogy on autonomy (Spence, 2021). For instance, in the Gig
Economy, workers’ independent decision-making is com-
promised by algorithms that influence their choices, coupled
with surveillance issues [45], further encroaching on user
autonomy. However, users and workers have also found ways
to counter the effects on their autonomy by understanding
how the systems work and resistance behaviors [37].

Considering the current discourse, the taxonomy of risks
associated with AI models can be categorized into three
main areas as suggested by NIST: technical and design
attributes, perception of Al systems, and regulatory policy
risks. Technical and design attributes include Accuracy,
Reliability, Robustness (the system’s defense against adver-
sarial attacks), Security, and Resilience. Socio-technical
attributes, which concern the perception of Al systems,
encompass Explainability, Interpretability, Privacy, Safety,
and the Absence of Bias. Regulatory policy risks involve
Fairness, Accountability, and Transparency. According to
Blackman [5], the most pressing risks that impact users and
society are Privacy, Bias or discrimination, and Transpar-
ency; however, current AI models, including Generative Al,
introduce additional risks with wide-ranging effects.

Al also presents risks related to social and environmental
issues. For instance, Generative Al’s role in spreading dis-
information is exacerbated by the emergence of deep fakes
[36] and biases within or produced by these models [4]. The
extensive data required to train models, especially LLMs,
Text-To-Image generators, and Video Generators like Sora,
lead to significant energy and water consumption [31].

Risks beyond the established taxonomies can have pro-
found political, social, and global consequences. Consider a
scenario where actors use models like Sora to create and dis-
seminate fake videos on social media, potentially damaging
a political candidate’s career, or where biased Al-generated
evidence is used in legal proceedings against marginalized
communities. The environmental impact of Al is already
significant and is expected to increase as the energy demands
for training large models like ChatGPT or Gemini escalate
[61].

Moreover, the training of many Al models (particularly
LLMs) is shrouded by human labor exploitation in the form
of low-wage conditions. Therefore, it is important to under-
stand that many elements of Al networks of associations
always end with a human being [37], and in the case of Al
models, these need people to supervise that they work cor-
rectly, even if these people are being paid low wages and
suffering emotional harm by curating its content. As Alex
Hanna [66] explained:
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“We know from reporting . . .that there is an army of
workers who are doing annotation behind the scenes
to even make this stuff work to any degree — work-
ers who work with Amazon Mechanical Turk, people
who work with [the training data company] Sama—in
Venezuela, Kenya, the U.S., actually all over the world
.. .They are doing the labeling, whereas Sam [Altman]
and Emad [Mostaque] and all these other people who
are going to say these things are magic—no. There are
humans... These things need to appear as autonomous
and it has this veneer, but there’s so much human labor
underneath it.”

Exploring the taxonomy of risks associated with nar-
row Al can serve as both a methodological and reflective
tool. However, the question arises: how can we integrate
this with Stoic philosophy? Furthermore, how can these
frameworks, when used together, provide a solid foundation
for the debate concerning which risks hold greater signifi-
cance—the immediate and avoidable risks posed by current
Al technologies, or the speculative and, in any case, hardly
preventable risks related to potential AGI and Super AI?

4 On fears of a super ai, public policy
and the research and development of Al

Super Al and singularity raise concerns, and humans have a
strong fear of the unknown. There is no more uncertain sce-
nario than an Al singularity that may be capable of overcom-
ing human capabilities, particularly intelligence. Carleton
[9] defines fear of the unknown as an “...individual’s pro-
pensity to experience fear caused by the perceived absence
of information at any level of consciousness or point of pro-
cessing.” In the case of phenomena like AGI and Super Al,
often described as singularity, this fear of the unknown is
linked to the lack of sufficient information about what might
happen if an artificial intelligence first becomes general and
then turns into an entity whose capabilities human beings
can hardly visualize. Thus, these fears create the worst-case
scenario: a Singularity event that could potentially surpass
human intelligence and control, leading to a future where
AT’s decision-making and abilities are beyond our under-
standing and prediction. This narrative of existential risk
resonates with our deepest uncertainties about the trajectory
of technological progress.

Unfortunately, this fear of the unknown sometimes
takes away the importance of the most pressing problems
regarding Al in its current narrow stage. For example,
problems like deep fakes can have very plausible impacts
on politics and elections, and while less believable deep
fakes may lack credibility, they nonetheless exert a greater
influence in undermining the legitimacy of the targeted
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political figure [20]; in addition, deep fakes may be used
to commit acts of extortion [67] or identity theft. In a way,
the fears unknown surrounding AGI and Super AI may
overshadow the immediate and tangible issues posed by
Narrow Al

Let us imagine a tentative scenario: what if Mar-
cus Aurelius had succumbed to his fears regarding the
unknown surrounding the German tribes and their bat-
tlefield environment? From a Stoic perspective, if Marcus
Aurelius had yielded to his fears of the unknown concern-
ing the Germanic tribes and their battlefield tactics, he
would have abandoned the Stoic principle of focusing on
what is within one’s control. Stoicism would counsel him
to accept the uncertainties of war while concentrating on
his responses and strategies, which are within his power
to command; in addition, Stoicism would advise him to
prepare for and mitigate potential worst-case scenarios,
and this approach can also be applied to the fears cur-
rently surrounding speculative scenarios regarding AGI
and Super Al

With a singularity event there are scenarios made from
fear or doomsday representations of human extinction but
also fears that tend to be more grounded. Among these plau-
sible “if” scenarios in the framework of a singularity are
social manipulation and the creation of new pathogens that
can be harnessed against humanity [22]. This creates a sense
of angst; still, all the plausible scenarios are still linked to
if a Super Al emerges, and if it in turn decides to come to
fruition those possible threats again linger into the unknown
regarding the nature of that singularity scenario.

Films like The Terminator, Ex Machina, and Metropolis
present a catastrophic scenario where an Al gains control of
the world’s nuclear weapons, leading to near-human extinc-
tion. Such stories, which often depict Al as a dominating
force, have contributed to heightened public fear. These fears
are influenced by Western religious traditions, as discussed
by Jecker and Nakazawa [24], and may drive demand for
stricter regulations to mitigate a potential singularity event,
overshadowing the preventable and immediate concerns
posed by current narrow Al technologies.

Additionally, there has been a sense of contradiction
regarding some proponents of prevention and preparation
regarding a singularity event. For example, in 2023 the CEO
of OpenAl, Sam Altman talked at length in the media about
the existential risk that a AGI and a Super Al posed [65].
Neverthless, Altam pushed to change certain details around
the regulation of the so-called generative Al, to the Euro-
pean Union to soften its proposition on the regulation of
these tools and applications [69].

How can Public Policy balance all these different factors
regarding the pressing problems of narrow Al versus the
fears and possibilities of an AGI or a singularity Al event? In
this case, by balancing the things that are within or out of the

control of regulations, as Spence [52] mentioned: “To avoid
unhappiness, frustration, and disappointment, we, therefore,
need to do two things: control those things that are within
our control (our beliefs, judgments, desires, and attitudes)
and be indifferent to those things which are not in our con-
trol (things external to us).” This is also related to Marcus
Aurelius who claimed that there is no need for fear since it
is in our power to inquire what ought to be done and those
who follow reason are calm:

What need have you of a hint or suggestion, when it is
possible to see what ought to be done and, if you are
conscious of that, kindly proceed on this path without
turning back; but if you are not conscious of it, to sus-
pend judgment and use the best men to advise you; or
if some further points bar this advice, to go forward
according to your present opportunities cautiously,
holding fast to what seems to be just? For it is best to
achieve justice, since, as you see, failure is to fail in
this. The man who in everything follows the rule of
Reason is at once master of his time and quick to act,
at once cheerful in expression and composed (Marcus
Aurelius, Meditations, X.12).

Are concerns about a technological Singularity well-
founded in the context of today’s technologies and algo-
rithms? Consider two distinct perspectives on this issue.
The first concerns the apprehension and challenges asso-
ciated with a sentience that surpasses a robust sense of
agency. From this viewpoint, as Véliz [55] posits, current
Al algorithms are devoid of moral agency due to their lack
of sentience: “Only beings capable of experiencing pain and
pleasure can truly understand what it means to inflict pain or
cause pleasure, and only those with this moral understanding
can be considered moral agents.”

The second, a more credible concern involves the feasi-
bility of an Al that possesses understanding. Such an entity
could emerge devoid of the moral constructs typically asso-
ciated with humanity. In this scenario, it could proliferate
unchecked, akin to a vine that overgrows and constricts. Ulti-
mately, its absence of moral agency would be inconsequen-
tial, for its unchecked growth could still stifle us, stripping
away our autonomy.

Even critics such as Véliz [55], who elucidates the
absence of moral agency in algorithms, suggest that “there
might come a time when Al becomes so sophisticated that
robots might possess desires and values of their own.”
Nonetheless, while this debate is thought-provoking, it
should not overshadow the pressing concerns presented
by contemporary Al, including large language models
(LLMs), given our limited capacity to mitigate such risks.
Furthermore, technological advancement is not confined
to any single nation or corporation: a prohibition in one
region could simply be disregarded elsewhere. However,
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should this stop efforts at prevention, which is the only
thing that holds a candlelight of control under the clouds
of uncertainty?

Echoing the sentiments of Musk and Hinton, the advent
of AGI could be just a few years away, rendering any attempt
to halt the myriad contributors to this development futile. In
this context, the Stoic viewpoint is relevant: facing a seem-
ingly inevitable occurrence, what purpose does worry serve?
It is the immediate and controllable dangers, rather than the
distant and inescapable ones, that ought to be prioritized in
regulatory discussions and revisions to existing Al legisla-
tion, such as the AI Act in Europe [15-17]. Nonetheless, we
cannot deny the danger that the current storm clouds may
signal.

Perhaps the most interesting case to apply principles
of Stoic Philosophy is the area of Research and develop-
ment. This is because the design and research of Al sys-
tems of models is a crucial step in the prevention of harm
or development of Al that works for the social good. How-
ever, it is important to highlight the distinction between two
approaches to Al design, and also research and development;
the first is Al for not bad, which focuses on the prevention of
harms, risks, and elements that can have a negative use on
these tools and platforms; the second is Al for good, which
is centered more around the perspective of development of
Al tools and systems that will help the flourishing of it users
whether it is individuals or particular social group [5]; for
example, by employing like Sousveillance Tools [45].

There is indeed a possibility of future developments in
Al but there is also the possibility of highly improbable
events such as a quasar ray obliterating Earth. For now, our
attention should remain firmly fixed on the development and
implementation of this technology, the associated biases,
and the human tendency to place more trust in technology
than in other humans. Glikson and Williams-Woolley [19]
aptly note, "Users are not always aware of the actual tech-
nological sophistication of Al; while in some cases, highly
intelligent machines are operating at full capacity, in others,
their capabilities may not be fully evident in their behavior."

Now, the speculation regarding the potential emergence
of superintelligent AI was once a productive and inspiring
topic within the Al community. For years, discussions sur-
rounding how to ensure Al aligns with human rights, com-
monly referred to as the alignment problem, were largely
motivated by speculations about the eventual emergence of
superintelligence. Well-known texts like Stuart Russell's
2019 textbook emphasized the need for alignment to safe-
guard humanity against highly improbable events. Similar
motivations are found in the works of Gabriel [18], Dewey
[12], Risse [44], and Eckersley [13], as cited by LaCroix
[29].

Besides the problems with alignment and Al risk, it is
important to discuss another issue regarding Narrow Al that
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could also affect AGI. Many problems around so-called Gen-
erative Al, a sub-branch of Narrow Al, are related to data.
For instance, certain image generator platforms have been
found to recreate images they were originally trained on:
“Stable Diffusion images with dataset similarity account
for approximately 1.88% of our random generations” [50].
This raises ethical and legal questions about the originality
and ownership of the generated images, as well as concerns
about the misuse of data sources without appropriate attribu-
tion or consent. It also underscores that the content gener-
ated by these models, despite their complexity or apparent
understanding, is still bound by the data on which they were
trained. These problems could potentially spill into more
complex Narrow Al models and even AGI systems.

Should the public, media, academia, public officials,
and researchers ignore the risks of an Al singularity event?
Let us draw an analogy of a meteorite impact: while there
is a possibility that someday an asteroid may strike Earth,
the current pressing problems—such as climate change—
demand attention and resources. Where should these actors
allocate their efforts and capital: to the preventable and
immediate issues affecting human livelihood, or to a hypo-
thetical and, in any case, hardly preventable catastrophic
event? While the collision of a massive asteroid with Earth
poses a genuine existential risk, the debate should not over-
shadow other urgent matters.

Based on Stoic philosophy, the answer may not be as
binary as a simple yes or no. The public, policymakers, and
Al engineers must balance the current and immediate risks
of narrow Al with the problem of the “lazy argument” dis-
cussed by the Stoics: the tendency to not act because some-
thing is unlikely to happen or does not pose an immediate
risk. This balanced approach ensures that while preparing
for distant and less probable catastrophic events, we do not
neglect the pressing issues that currently affect human live-
lihood. Like the preventive measures in place to detect and
monitor asteroids and meteorites that might threaten our
planet, we must address the immediate risks posed by Al
while remaining vigilant about potential future threats.

5 Discussion on the complexities of Al fears
and opportunities

The term “Singularity” is often used as a sophisticated way
of expressing uncertainty about the future, particularly
regarding the advent of Artificial General Intelligence (AGI)
or Super Al This concept frequently incites fear due to its
association with the unknown—a sentiment amplified by
Western narratives that often depict AGI or Super Al as har-
bingers of doom. Such fears are fueled by public figures like
Elon Musk, who have publicly expressed their concerns, and
by a deeply ingrained human apprehension of the unknown.
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The notion of the Technological Singularity, as concep-
tualized by futurists like Ray Kurzweil [27] and popularized
by individuals including Elon Musk [64], describes a hypo-
thetical point in the future where Al and other technologies
catalyze a swift and profound acceleration of human pro-
gress. This could potentially lead to the creation of a super-
intelligent entity surpassing human intellect. In this context,
the Singularity is referred to as a “Singularity event”—a
moment filled with uncertainties that may or may not occur.
As described by Reji, Sangeetha, and Silpa [23], technologi-
cal singularity is a theoretical situation linked to the rise of
artificial general intelligence, also known as “strong AL”

The debate over whether the emergence of a Singular-
ity Event is within our control encompasses various per-
spectives. On one hand, the development of advanced Al
systems is a human endeavor, subject to the decisions of
governments, organizations, and researchers worldwide,
who engage in Al research and development under diverse
regulatory frameworks. On the other hand, factors beyond
any single entity’s control could shape AI’s trajectory. For
instance:

1. International collaboration and competition in technol-
ogy mean that regional Al regulations may be bypassed
by progress in other areas.

2. The pace of technological advancement is determined
by a myriad of elements, including scientific break-
throughs, economic motives, and societal shifts, which
may elude complete control by any governing body.

3. The unintended consequences of developing advanced
Al systems could unexpectedly hasten or delay a Singu-
larity event, and these outcomes are often unpredictable.

In addition, it is important to work within four frame-
works regarding AGI: immediacy, preventability, likeli-
hood, and uncertainty. Immediacy refers to the present
and pressing nature of certain events or situations. Stoic
philosophers like Seneca and Marcus Aurelius emphasized
the importance of focusing on the present moment and
not being overly concerned with the distant future or past,
believing that wisdom involves making the best use of the
present. “[...] practise only to live the life you are living,
that is the present, then you will have it in your power at
least to live out the time that is left until you die, untrou-
bled and with kindness and reconciled with your own good
Spirit” (Marcus Aurelius, Meditations, XI1.3). From this
belief system, their views support the priority we assign
to the risks of Narrow Al over those of AGI.

Preventability is another critical aspect, broken down into
understandable fragments regarding the dangers of Al, by
dealing with whether an event or situation can be avoided
or mitigated. Seneca acknowledged that while some things
are within our control, many are not, with his teachings

often revolving around focusing on what one can control
and accepting what one cannot (On Providence) [49]. As
Hinton claims, while we know that climate change is primar-
ily caused by fossil fuels, we don’t know how the singularity
may emerge, stating: “I wish it was like climate change,
where you can say, ‘Stop burning carbon.” There isn’t a sim-
ple recipe like that for AI” [70].

Likelihood pertains to the chances of events occurring.
Seneca recognized that life is filled with uncertainties and
unpredictable events, and he advised that it is important to
prepare oneself mentally for all possibilities, thereby reduc-
ing the impact of unforeseen events. “Our minds should be
sent forward in advance to meet all problems, and we should
consider, not what is wont to happen, but what can happen.
For what is there in existence that Fortune, when she has
so willed, does not drag down from the very height of its
prosperity?” (Seneca, Letter to Lucilius, XCL.4) [47]. Now,
given constant innovation, the probability of an Al singular-
ity event emerging in the next decades is not completely out
of the realm of possibility.

Finally, uncertainty refers to the lack of predictability
regarding future events. Seneca’s philosophy teaches us to
embrace uncertainty and remain calm and composed in the
face of it. The philosopher argued that our mental attitude
towards uncertainty can significantly affect our well-being.
In the case of AGI, the advice from Stoic philosophy is clear:
practice the virtues of tranquility and temperance. As Sen-
eca stated, “It was a great deed to conquer Carthage, but a
greater deed to conquer death” (Letter to Lucilius, XXIV.10)
[46]. We find his description of tranquility and how to cure
anxiety and worry in the dialogue De Tranquillitate Animi
(On Tranquility of Mind, 2.4) [49].

In the realm of global Al development competition,
efforts to regulate or prevent a Singularity by one nation or
coalition could be neutralized by advancements elsewhere,
such as in China. The potential rise of Super Al would be
influenced by a complex mix of technological, societal, and
economic factors, making it difficult for any one party to
fully govern this evolution. Moreover, “it’s unlikely that the
Al community, governments, and corporations that control
the large research budgets, especially the multi-billion-dollar
budgets of Big Tech companies, will respond to the gorilla
problem by stopping Al research” [52].

Within this context, it is feasible to explore mediation
strategies for discussions on urgent Al regulations. The
authors have created a conceptual map (Fig. 1) that visu-
ally depicts the intricate relationships between AI’s various
stages and societal impacts, underscoring the importance
of addressing ethical aspects like fairness, privacy, and
safety, in addition to technical risks such as accuracy and
robustness. The map’s incorporation of Stoicism suggests
a philosophical stance on Al ethics, promoting a balanced
approach to challenges and offering the epistemological
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tools to navigate the complex Al landscape, from Narrow
Al’s practical concerns to the existential questions posed by
Super Al and Singularity.

The conceptual map organizes a network of associations
that begins with the foundational elements: Al, Narrow Al,
AGI, Super Al, and Singularity. It then categorizes the chal-
lenges or risks into another set of associations: Unknowns,
Fears, Plausible Fears; Knowns, Risks, and the subcatego-
ries of risk. Lastly, it incorporates the philosophy of Stoi-
cism to comprehend and contextualize the significance of
these risks. This is done to anchor the discussion on the
comparative risks of Narrow Al and the potential Singularity
event, as well as to emphasize the necessity for urgent and
preventative public policy.

Based on the conceptual map and our earlier discussion
on the problem of Narrow Al, it is important to also high-
light what other authors and institutions mention about the
risks associated with AGI and Super AGI. Yudkowsky [76]
argues that we are not prepared for the challenges of AGI,
saying: “There is no plan. Progress in Al capabilities is run-
ning vastly, vastly ahead of progress in Al alignment or even
progress in understanding what the hell is going on inside
those systems.” Additionally, Yudkowsky explains that the
problem with AGI research, or even self-aware Al, is that

Fig.1 The conceptual map that
describes the associations of
risk regarding Narrow Al and
Super Al
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Problems and risks

researchers often do not fully understand what they are
doing. He emphasizes, “This is alarming not just because of
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being unsure means you have no idea what you are doing
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developing strategies to mitigate the potential risks of Super
Al, and Seneca’s perspective on uncertainty is relevant here:

“I will tell you: that perfect man, who has attained
virtue, never cursed his luck, and never received the
results of chance with dejection; he believed that he
was citizen and soldier of the universe, accepting his
tasks as if they were his orders. Whatever happened,
he did not spurn it, as if it were evil and borne in upon
him by hazard; he accepted it as if it were assigned
to be his duty. "Whatever this may be," he says, "it
is my lot; it is rough and it is hard, but I must work
diligently at the task.” (Seneca, Letters to Lucilius,
CXX.12) [48].

A potential framework for addressing both current Nar-
row Al and hypothetical Super Al challenges revolves
around the concept of designing Al for no harm and Al for
good. Toxtli et al. [53] suggest that artistic creativity can
lead to innovative ideas that push the boundaries of what is
currently possible, offering new perspectives on Al design.
This creative approach could also provide a pathway to
explore Narrow Al systems for positive outcomes and begin
to consider the risks associated with a Singularity event.

Furthermore, incorporating diverse perspectives into
Al design can greatly enrich the process, emphasizing the
importance of public and user participation. As Toxtli et al.
[53] advocate, including gig workers in “creative artistic
co-design sessions” and integrating insights from ethical
philosophy and sociology can offer a more comprehensive
approach to designing Narrow Al and preparing for potential
Singularity scenarios. This inclusive strategy may also help
address concerns about which Al category—Narrow Al or
AGI—requires immediate regulation.

It is essential to recognize and address the influence that
current Al has on our control and its impact on daily life.
While the focus may currently be on the risks associated
with Al and AGI, Spence [52] notes that even if we resolve
the technical control issues of AGI, the broader problem
of meta-control will remain. This challenge will persist as
long as large tech corporations dominate Al technologies.
But does this mean that Stoics would advise against taking
any action?

Yudkowsky [58] suggested that humans tend to anthropo-
morphize, which implies caution is needed when developing
general AI. When addressing crucial and complex problems,
it is important not to assume that a general intelligent and
moral agent will necessarily align with human notions of
intelligence. For example, intelligence in nature can differ
significantly from human intelligence, as illustrated by the
behavior of an octopus (Guerra, n.d.). Humans fear a singu-
larity event partly because we project human characteristics
onto such entities, assuming they would replicate the harm-
ful behaviors humans inflict on other beings. However, it

is also a mistake to believe that an Al will inherently be
friendly, as this assumption could lead to a path toward
global catastrophe [58].

Without a doubt, this is not an excuse for the lack of
preventive action, as the Stoics understood when they
responded to the Lazy Argument, also known as the Idle
Argument. The Lazy Argument was probably proposed by
the ancient philosopher Carneades, a prominent Academic
Skeptic. Carneades (214/213-129/128 BCE), known for his
critical stance towards Stoicism and other dogmatic phi-
losophies of his time, may have used the Lazy Argument to
challenge the Stoic belief in determinism and fate. And the
most popular form of this argument, presented by Cicero
(De Fato, XII, 28-29) [10] argues that if destiny dictates
your recovery from an illness, you will recover regardless
of whether you seek a doctor’s help. Conversely, if destiny
dictates that you will not recover, a doctor’s intervention
will not change the outcome. Since one outcome is already
determined by fate, seeking medical assistance is futile.

If everything is fated to happen, then what will happen
will occur regardless of what we do. Therefore, our actions
would not matter because the outcome would be predeter-
mined, making it pointless to make any effort or take any
action since fate will determine the outcome regardless.
Nonethless, the Stoics distinguished between different types
of causes: the overarching, deterministic forces that govern
the universe (fate) and the immediate, proximate causes that
contribute to outcomes (human actions). A river’s course
flowing to the sea (representing the fated outcome) includes
various tributaries (representing human actions). Even if the
river is destined to reach the sea (the emergence of the singu-
larity), the exact path it takes is shaped by these tributaries.

Removing a tributary (a human action aimed at aligning
Al with human values) would alter the river’s path, though it
would ultimately still reach the sea. This analogy highlights
that not all scenarios regarding the potential emergence of
singularity are equal. Consequently, even if research into this
technology is somewhat speculative, it does not necessarily
lead to an AGI that could doom humanity. Research efforts
can be shaped and influenced by precautionary measures,
including regulation, self-regulation, and designing and
studying both narrow and general Al systems with a focus
on ethical considerations.

This is like individuals who eat healthily and exercise to
avoid the prospect of a short life while also addressing their
immediate concerns in the present. A balanced approach
is crucial in both current (Narrow) and potential (General)
Al scenarios. It may seem reasonable to sacrifice sleep
and proper nutrition in youth due to pressing matters like
romance or finishing an academic essay to advance a career.
Still, it is also rational to maintain one’s health and well-
being in the long term to avoid significant risks: striking a
balance is both possible and necessary.
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Certainly, it is essential to ground the discussion by com-
paring risk perspectives for both narrow and general Al
Focusing solely on a speculative singularity scenario might
lead to the neglect of current issues and regulations related
to narrow Al in public and policy discussions, including
aspects of regulation and self-regulation. Conversely, con-
centrating only on current narrow Al problems could over-
shadow the potential risks and consequences associated with
the emergence of General Al. Therefore, a comprehensive
approach is needed, addressing both the immediate chal-
lenges of narrow Al and the long-term implications of Gen-
eral Al to ensure a balanced and forward-thinking regula-
tory framework.

A simple logical form of the argument [7] is a complex
constructive dilemma familiar to the Stoics:

a. If A, then B.

b. IfC, then D.

c. EitherAorC.

d. Therefore, either B or D.

The conclusion presents a disjunction and does not assert
idleness. As [34] (p. 371) notes, “Hence, we can conclude
that either the argument is not complete or that the suggested
inference form is not proper, since, at this stage, it does not
appear to be a validly inferred conclusion.” While we can
align with Cicero’s formulation and reflect idleness in the
conclusion, this would render the first premise clearly false:

e. If the Singularity will emerge, then it makes no differ-
ence whether we try to align it to human values or not.

f.  Similarly, if the Singularity will never appear, then it
makes no difference whether we try to align it to human
values or not.

g. Either the Singulari ill emerge or not
h. Therefore, there is no point in trying to align it to human
values.

How can we be so sure that our efforts to align with AGI
will be pointless? After all, both narrow Al and AGI are
human-made and can be influenced by our actions. The real
reason behind the rejection of moratoriums and regulations
on AGI appears to be the associated costs, including the
expenses of surveillance and the potential losses from hin-
dering technological innovation.

The problem is the distribution of scarce resources
between the regulation of narrow AI and General Al
Because the cost of avoiding the immediate risks of narrow
Al for democracy, employment and crime are already very
high. And it would also be costly to try to forcibly align with
human values all narrow Al projects that could potentially
jump to the General Al Thus, a weighting or trade-off is
necessary. These may consist of allocating part of the budget
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of government agencies and ministries to defend democracy,
employment, and public safety in face of narrow AI’s risks
and, more modestly, as Hinton [70] proposes, forcing Al
developers to allocate the same amount of money they invest
in new Al innovations in alignment research, alignment of
Al with human values.

While the former involves government expenditures, the
latter pertains to costs associated with regulatory norms.
Specifically, this distinction separates state-funded invest-
ments from corporate expenditures aimed at meeting offi-
cial requirements. Consequently, this distinction parallels the
difference between funding for applied research and basic
research. In this context, the singularity is not an object of
applied research in the same way that narrow Al represents
a tangible risk requiring immediate attention and manage-
ment; therefore, just as funding priorities differ between
applied and basic research, so should our approach to
addressing the risks of singularity versus those associated
with narrow AL

To address both the schism problem and the tendency to
focus disproportionately on the risks of AGI—often exacer-
bating fear—while neglecting current issues related to Nar-
row Al, we must consider notions of action and prevention.
Imagine living in a country that faces significant crime in
its major cities and experiences occasional massive earth-
quakes. In this scenario, the sensible approach would be to
act on what you can control, such as implementing poli-
cies and improving policing to address crime. Conversely,
the “lazy argument” would suggest ignoring the problem of
earthquakes because they are infrequent and unpredictable,
with even the best scientists unable to forecast their occur-
rence; thus, while it is crucial to prepare for and mitigate
immediate and controllable risks, we should not disregard
potential long-term threats simply because they are less
predictable.

Here, the focus would be on addressing the immediate
problem of crime, which is currently affecting society. While
it might seem less urgent to worry about an earthquake
that cannot be accurately predicted, the question arises:
what if media, academia, and policy discussions neglected
to address crime because they were preoccupied with the
potential catastrophic consequences of an earthquake? How
do we find the right balance?

The control problem offers guidance for both action and
prevention. In an earthquake-prone country, governments
would address the immediate issue of crime while also pre-
paring for potential severe earthquakes. This preparation
includes not only implementing strict building codes and
conducting earthquake drills but also establishing educa-
tional programs to inform the public and children about what
to expect and how to respond, and fostering collaboration
among the private sector, government, and academia. Simi-
larly, while we may not yet know how to build an Al with
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human-level intelligence and thus cannot be certain when
it might emerge, as Yudkowsky et al. [S9] noted, “we can’t
rule out unforeseen advances.” Thus, just as with earthquake
preparedness, we must strive to mitigate the risks of a poten-
tial Singularity without neglecting the pressing and tangible
human rights issues associated with current Narrow Al.

Therefore, it is prudent to implement policies that address
the current problems of Al while also preparing preventive
measures for a potential Singularity event. Although not all
countries may act on AGI prevention and some might dis-
regard international regulations, a balanced approach that
combines immediate action on current Al issues with proac-
tive measures for future risks provides a more comprehen-
sive and responsible strategy. For instance, human gene edit-
ing, despite being a highly controversial ethical issue, offers
a valuable comparison because the debate surrounding gene
editing highlights the necessity for a balanced approach:
while it is crucial to address immediate ethical and safety
concerns, it is equally important to develop proactive guide-
lines and regulations for future advancements. Similarly, in
Al, we must address current challenges while also prepar-
ing for potential future scenarios to ensure responsible and
effective management.

6 Conclusions

We have argued that the distinction between the treatment of
narrow Al and AGI is akin to the distinction between fund-
ing applied research and funding basic research. While some
resources should be allocated to speculative and explora-
tory topics (basic research), most research efforts should
be directed towards solving immediate human problems
(applied research). This distinction underpins our practi-
cal proposal: the risks associated with narrow Al should
be addressed with a standard government budget, similar
to how issues such as transparency, democracy, and crime
prevention are funded. Conversely, the risks of AGI may
be mitigated through investments resulting from regulatory
measures imposed on companies. This approach aligns with
Hinton’s proposal that companies should be required to allo-
cate a percentage of their investment in innovation towards
ensuring alignment with human values.

Implementing policies to address current Al problems
while also creating preventive measures for a potential sin-
gularity event is prudent. Not all countries may act on AGI
prevention, and some actors may choose to ignore inter-
national regulations. However, a balanced approach that
involves immediate action on current Al issues and proac-
tive measures for future risks can provide a more compre-
hensive and responsible strategy. This approach can help
prevent potential issues and establish guidelines for dealing
with actors who ignore AGI regulations, like the Treaty on

the Non-Proliferation of nuclear weapons. This is especially
important given that “the estimated arrival time of AGI...
is close by in the next quarter century to mid twenty-first
century...before any planetary global warming emergency
takes full effect” [33].

It is also important to draw from the taxonomies of risk
for both Narrow Al and AGI. Beyond self-regulation, we
need robust theoretical and legal frameworks to enforce ethi-
cal research of these systems. By focusing on what we can
control now, we can better understand and mitigate the risks
posed by corporations, which “through the various activi-
ties of their platforms, exert enormous monopolistic global
power over all sectors of society, social, political, and finan-
cial” [52]. While it is complicated and arguably impossible
to halt Al research altogether, international frameworks have
successfully addressed and mitigated other complex issues.
For example, many countries have banned human cloning
research [57], while still allowing for the benefits of gene
therapy. This demonstrates that it is possible to manage the
risks of emerging technologies while still harnessing their
benefits.

Another approach to preventing a catastrophic scenario
and exercising control over Al research, implementation, and
design—while also addressing the current problems of Nar-
row Al—is to embed ethical frameworks in Al development.
As Spence [52] suggests, we should “act wisely and design
the right values in AGI agents, including love, to be not only
intelligent but more importantly to be wise.” By incorporat-
ing both international and self-regulation, and understanding
local sensibilities and worldviews on ethics, we can foster a
more responsible and beneficial Al landscape.

We must underline that the advent of Al brings both
remarkable opportunities and formidable challenges, spark-
ing concerns about its environmental footprint, job displace-
ment, privacy violations, biases, and the spread of disinfor-
mation. Amidst these issues, Stoicism provides a pertinent
framework for navigating the complexities of the Al era.
This ancient philosophy, centered on self-control, resilience,
and acceptance, teaches focusing on what we can control and
accepting what we cannot [52], as it suggests that we address
Al’s preventable and immediate challenges, like its environ-
mental impact, through moderation and self-discipline, by
optimizing algorithms or investing in green energy.

Spence [52] elaborates on Stoic ethics, stating that we
should prioritize developing virtues such as courage, mod-
eration, justice, and practical wisdom, which are essential
for human flourishing. When aspects of technology like
accuracy, transparency, privacy, and control are beyond
our reach, Stoicism offers two paths: either to treat these as
indifferent since they don’t affect our well-being or to strive
to bring them under societal control due to their potential
impact on our lives.
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Stoicism thus advises us to tackle AI’s immediate issues
while acknowledging the limits of our influence, especially
regarding speculative events like Singularity. The rise of
superintelligent Al, shaped by various factors, may be out
of our hands. Instead of yielding to fear, Stoicism encour-
ages us to concentrate on our present thoughts, actions, and
choices. This perspective doesn’t mean we ignore the risks
of a Singularity event, but rather that we focus on control-
lable aspects of current Narrow Al, which profoundly affects
society; thus, the discussion should revolve around regaining
control over Al through regulation, design, and research; in
addition to measures to prevent exploitation and environ-
mental harm from Al development and deployment.

Another proposal akin to the Stoic perspective is to design
Al systems from the standpoint of “minimum virtuous prod-
ucts,” a term mentioned by Taneja [73]. This approach to
design, research, and development can be applied to both
Narrow Al and AGI research. It is crucial to understand
that “if innovation is to survive into the twenty-first cen-
tury, we need to change how companies are built by chang-
ing the questions we ask of them.” One of the dangers in
the current IT sector, including Al, is the quasi-ethos of
“Move fast and break things,” which has already resulted
in numerous human rights problems with current public Al
models; moreover, this approach can lead to unexpected and
unwanted consequences, such as the hallucinations seen in
many transformer models like ChatGPT.

It is worth noting that the Stoic perspective has recently
become both overused and over-simplified in various soci-
etal contexts. Critics have pointed this out [25]. Yet, this
enduring tradition remains one of the most crucial tools in
the Western philosophical arsenal for engaging in the debate
surrounding Al risks and their potential policy implications.

Al is a complex set of technologies, and its current and
potential risks have led to movements like the AI Morato-
rium [60], which called for a pause on Al research. How-
ever, a profound divide has emerged among different sec-
tors: some advocate for urgent regulation and preventive
measures for Narrow Al, while others focus on the potential
catastrophic scenarios posed by a plausible Super Al. This
deep chasm creates noise in the discussions about these
problems. By analyzing the ongoing academic and public
debates between these two camps—those emphasizing the
immediate issues of Narrow Al and those concerned with
the long-term risks of General AI—we can turn to Stoicism
and the control problem for guidance.

This essay applies Stoic philosophy and the principle of
control to the discourse on Narrow Al versus the theoretical
Singularity Al event. While it does not delve into empirical
applications, such as how Stoicism could inform the crea-
tion of improved Al systems and models, it underscores the
importance of integrating these philosophical concepts into
future research and academic inquiry. Moreover, by applying
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some perspectives of Stoic philosophy to an empirical para-
digm, this work highlights the significance of this branch
of academia as an ethical and analytical aid in other areas
of research.

Finally, Stoicism provides a relevant and actionable
framework for understanding the Al era. By adhering to
the Stoic principle of focusing on what we can control, we
can more effectively evaluate the most pressing risks asso-
ciated with both current and future AI models. Moreover,
grounding our discussions in Stoic philosophy helps address
challenges in design, education, and public communication,
and guides the formulation of public policy. This approach
emphasizes the importance of concentrating on risks within
our control, rather than becoming overwhelmed by those
beyond our influence.
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