Application of the Active Space Self-Interaction-Correction Method to Molecular Systems
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Abstract. Within the context of the active space of the self-interaction-correction (SIC) optimized effective potential (OEP) method (J. Chem. Phys. 2001, 114, 639-651), the effect of the inclusion of the SIC at the level of only use the HOMO orbital is analyzed for a set of small molecules and for a model of an interstitial region surrounded by positively charged groups in a polypeptide; the model is representative of a class of regions occurring in proteins. It is shown, for the molecular systems treated in this work, that the inclusion of the HOMO orbital, within the SIC-OEP, induces a remarkable change on the eigenvalue spectrum. For the interstitial state model, the improvement is systematic as one increase the active space from one to ten orbitals; also, the influence on the local behavior of the interstitial virtual state closest to the Fermi level is important and enhances its regional character. As this method reduces the computational effort to introduce the SIC it seems promising to deal with self-interaction-corrections in systems with many atoms/electrons such as biomolecules.
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Introduction

The possibility of an arbitrary segmentation of the energy terms in the universal Hohenberg and Kohn functional paved the introduction of the Kohn-Sham partition in which the kinetic energy of a non-interacting system is explicitly considered; also, it is common to include explicitly the coulomb part of the electron-electron repulsion in that partition. One direct consequence of such splitting, in contrast to what happens in the Hartree-Fock theory, is the lack of an exact cancelation of the self-interaction between the coulomb part and any local or semilocal approximation to the exchange or exchange-correlation contribution. [1] That situation gives rise to a wrong asymptotic behavior in the corresponding Kohn-Sham potential. This limitation of the KS method was devised since the early stages of DFT development [2] but it was not a barrier for KS theory to become the corner stone for developing the majority of the practical applications of Density Functional Theory.

When the description of the system under study or the property of interest strongly depends on the asymptotic behavior of the KS potential, the necessity for correcting the spurious self-interaction effect emerges and several methods have been found to this end. [3] One of the simplest procedures to compensate the self-repulsion was proposed by Perdew and Zunger [2] on an orbital per orbital basis. By doing this, an orbital dependent functional is generated and in order to obtain the corresponding exchange and correlation potential of the Kohn-Sham method the use of the optimized effective potential (OEP) procedure is required.[3] Solving the OEP integral equations is quite complex but Krieger, Lee and Laffrate figured out an approximation computationally cheaper than OEP that produces total energies and eigenvalues in close agreement to it. [4] An interesting feature of the KLI-OEP implementation of the Perdew and Zunger SIC correction (SIC-KLI-OEP) is that it allows to introduce the SIC compensation on an orbital per orbital basis. That is, one is able to generate a series of
SIC corrected Kohn-Sham potentials with their corresponding eigenvalue spectra and eigenstates in which the SIC compensation includes one, two, … etc occupied orbitals; this procedure was called “active space” self-interaction-correction method; in this context, if all occupied orbitals are included the procedure is called full SIC.[5] The main conclusions of the analysis of such series of potentials and eigenvalues spectra in atoms are the following: [5] 1) the exact asymptotic behavior of the KS potential is reached by using one orbital, the highest occupied molecular orbital (HOMO), as the active space; 2) the internal oscillations of the KS potential, related to the shell structure, are only reproduced if the orbitals belonging to the inner shell are included; 3) the full SIC eigenvalue for the HOMO orbital is almost achieved when the valence shell orbitals are included in the active space; the lowest unoccupied molecular orbital eigenvalues require a smaller active space than the HOMO to reach a closer value to the full SIC number. An appealing feature of the active space self-interaction-correction (AS-SIC) method is that it is suitable to obtain an approximate compensation of the self repulsion for any local or semilocal exchange and correlation functional at a reduced computational effort; in fact the correction to the asymptotic limit of the Kohn-Sham potential is achieved by using only the HOMO as active space and this particularly approximation is suitable for the improvement of the virtual LUMO state.

In this work, we address the AS-SIC effect on a set of small molecules and in an interstitial state typical of those that may occur in polypeptide environments. As the objective is to show the main effects induced by the compensation of the self repulsion on an orbital per orbital scheme in the systems under study, our analysis is restricted to an exchange only functional but it is important to notice that the procedure can be used with any local or semilocal exchange and correlation functional.

The rationale to test the AS-SIC method in interstitial states is related the fact that, in some cases, the folding process in proteins gives rise to the formation of positively charged regions associated to lateral chains of aminoacids such as lysine and arginine. It has been detected many of such regions in the protein data bank. [6] Also, there is recent evidence that ionizable groups reside stable in the inner core of proteins. [7] If the positive charged region is a sort of cavity or invagination, the LUMO band of the protein may contain interstitial states, defined as electronic virtual states associated to the cavity surrounded by positive charges rather than to a particular set of atoms. [8] The interstitial states in polypeptides share with positive defects in solids, the characteristic of being a challenge for their appropriate treatment using approximations for the exchange and correlation potential within density functional theory (DFT)-Kohn Sham methods due to the failure of an appropriate asymptotic behavior far from nuclei. [2] In addition, interstitial regions are structures involving many atoms and sometimes are in the limit of the size that is feasible to study using DFT electronic structure calculations.

The manuscript outline is as follows, in section II a summary of the AS-SIC method is presented in order to stress the orbital per orbital basis character of the method. Section III give the description of the methodology used and section IV displays the results and discussion. Finally we give in section V a summary of our findings.

The active space sic-oep approach

The self-interaction correction. Perdew and Zunger suggested an easy way to remove the self-interaction energy on any approximation to the exchange-correlation functional [2]. The idea of this SIC is quite simple because the contribution to the two-electron interaction is evaluated with each occupied orbital density, and the result is subtracted from the total exchange-correlation energy in the following way

\[
E_{xc}^{\text{SIC}}(\{\varphi_{\sigma}\}) = E_{xc}^{\text{approx}}(\varphi_{\sigma}, \varphi_{\beta}) - \sum_{\sigma=\alpha,\beta} \sum_{i=1}^{N_{\sigma}} (E_{xc}^{\text{approx}}(\varphi_{\sigma}, 0) + J(\varphi_{\sigma})) .
\]

In this equation, the \(E_{xc}^{\text{approx}}\) represents any approximation to the exchange-correlation functional in its spin-polarized version and \(J\) represents to the coulomb contribution. The sums in equation 1 are evaluated over the spin contribution, \(\sigma = \alpha, \beta\), and over the number of electrons with a defined spin, \(N_{\sigma}\).

The optimized effective potential. The Perdew and Zunger proposal gives an important characteristic on the exchange-correlation contribution since now this quantity depends explicitly on each occupied orbital and consequently the associated potential will be dependent on each orbital too. In order to obtain the same potential for the occupied and unoccupied orbitals, Sharp and Horton [9], and Talman and Shadwick [10] proposed the minimization of the total energy with respect to a local potential instead of the minimization with respect to each orbital

\[
\frac{\partial E_{\text{KS}}}{\partial \varphi_{\sigma}} = -\frac{1}{2} \nabla_{\sigma}^{2} + V_{\text{OEP}}^{\sigma}(\varphi_{\sigma})(\varphi_{\sigma}) = E_{\text{KS}}(\varphi_{\sigma}).
\]

Applying the chain rule on equation 2 and elements of perturbation theory we obtain

\[
\sum_{i} \int dr' \frac{\partial E_{\text{KS}}}{\partial \varphi_{\sigma}}(\varphi_{\sigma}(r')) \sum_{k=1}^{N_{\sigma}} \frac{\varphi_{\sigma}^{*}(\varphi_{\sigma}(r'))}{\epsilon_{k\sigma} - \epsilon_{i\sigma}} \varphi_{i\sigma}(r) + \text{complex conjugate} = 0
\]

Because the Kohn-Sham energy, \(E_{\text{KS}}\), is written as

\[
E_{\text{KS}} = \sum_{\sigma=\alpha,\beta} \sum_{i=1}^{N_{\sigma}} \left( \frac{1}{2} \nabla_{\sigma}^{2} \varphi_{i\sigma} \right) + J[\rho] + E_{xc}^{\text{SIC}}(\{\varphi_{\sigma}\}) + \int dr \rho(r) v(r)
\]
the equation 4 has the form
\[
\sum_i \int dr' \left[ -\frac{1}{2} \nabla^2 + \int dr'' \frac{\rho(r'')}{|r'-r''|} \right. \\
\left. + \nu(r'') + \frac{1}{\varphi_{i\sigma}(r')} \frac{\delta E^{SIC}_{xc}}{\delta \varphi_{i\sigma}(r')} \right] \times \\
\left[ \sum_{k \neq i}^{\infty} \frac{\varphi^*_{k\sigma}(r) \varphi_{i\sigma}(r')}{\varepsilon_{i\sigma} - \varepsilon_{k\sigma}} \varphi_{i\sigma}(r') \varphi_{i\sigma}(r) \right] = 0.
\]

Inserting equation 3 in equation 6
\[
\sum_i \int dr' \left[ V^OEP_{xc\sigma}(r') - \int dr'' \frac{\rho(r'')}{|r'-r''|} \right. \\
\left. - \nu(r') + \frac{1}{\varphi_{i\sigma}(r')} \frac{\delta E_{xc}}{\delta \varphi_{i\sigma}(r')} \right] \times \\
\left[ \sum_{k \neq i}^{\infty} \frac{\varphi^*_{k\sigma}(r) \varphi_{i\sigma}(r')}{\varepsilon_{k\sigma} - \varepsilon_{i\sigma}} \varphi_{i\sigma}(r') \varphi_{i\sigma}(r) \right] = 0.
\]

Defining
\[
V^OEP_{xc\sigma}(r) = V^OEP_{\sigma}(r) - \int dr' \frac{\rho(r')}{|r-r'|} - \nu(r),
\]
and
\[
u_{xc\sigma}^i(r) = \frac{1}{\varphi^*_{i\sigma}(r')} \frac{\delta E_{xc}}{\delta \varphi_{i\sigma}(r')},
\]
equation 7 becomes as
\[
\sum_i \int dr' \left[ V^OEP_{xc\sigma}(r') - u_{xc\sigma}^i(r') \right] \times \\
\left[ \sum_{k \neq i}^{\infty} \frac{\varphi^*_{k\sigma}(r) \varphi_{i\sigma}(r')}{\varepsilon_{k\sigma} - \varepsilon_{i\sigma}} \varphi_{i\sigma}(r') \varphi_{i\sigma}(r) \right] = 0.
\]

By the definition 8, the equation 3 is written as
\[
\frac{-1}{2} \nabla^2 + \int dr' \frac{\rho(r')}{|r-r'|} + \nu(r) + V^OEP_{xc\sigma}
\]

The Krieger, Li and Iafrate approximation to the optimized effective potential equations. Krieger, Li and Iafrate (KLI) designed an approach to avoid the evaluation of the infinite sums in equation 10 [4]. With this approximation the \( V^OEP_{xc\sigma} \) potential is obtained from
\[
V^OEP-\text{KLI}_{xc\sigma}(r) = \sum_{i=1}^{N_\sigma} \frac{\rho_{i\sigma}(r) u_{xc\sigma}^i(r)}{\rho^\sigma(r)} + \\
\sum_{i=1}^{N_\sigma} \rho_{i\sigma}(r) \left[ V^OEP-\text{KLI}_{xc\sigma} \frac{\rho^\sigma(r)}{\rho^\sigma(r)} \right].
\]

For the implementation of this approach it is important to take into account the restriction on the second sum in the last equation, where the HOMO is not included. The constants \( u_{xc\sigma}^i(r) \) are defined as
\[
u_{xc\sigma}^i(r) = \int dr \rho_{i\sigma}(r) u_{xc\sigma}^i(r),
\]
and the \( V^OEP_{xc\sigma} \) are obtained from
\[
\sum_{j=1, \ldots, (N_\sigma - HOMO_\sigma)} (\delta_{ij} - M^\sigma_{ij}) \left[ V^OEP_{xc\sigma} - u_{xc\sigma}^i \right] = 0,
\]
with
\[
M^\sigma_{ij} = \int dr \rho_{i\sigma}(r) \rho_{j\sigma}(r).
\]

Using the KLI approximation, the procedure to find the OEP-KLI is the following. For a given set of spin – orbitals, evaluate the constants defined in equations 13 and 15 to find the average values \( V^OEP_{xc\sigma} \) from equation 14. These \( V^OEP_{xc\sigma} \) values are used in equation 12 to determine the OEP-KLI. With this potential, new spin-orbitals can be obtained from equation 11 and the iterative procedure continued until convergence is reached.

Details on the implementation of this approach for atoms and molecules can be found in the references [11,12].

The active space in the SIC-OEP approach. Garza et al. found that the incorporation just of the HOMO in the SIC-OEP-KLI approach ensures the correct asymptotic behavior of the exchange-correlation potential. [5] Such a conclusion was reached when one by one orbital was incorporated in the evaluation of the exchange-correlation energy and in the construction of the OEP. Thus, when the HOMO is included exclusively in this approach the equation 1 has the form
\[
E_{xc} \left[ \{ \rho_{i\sigma} \} \right] =\ E^\text{approx}_{xc} \left[ \rho_{\sigma} \right] - J[\rho_{\text{HOMO}}],
\]
and the equation 12 becomes as
\[
V^OEP_{xc\sigma}^{\text{KLI}}(r) \approx u_{xc\sigma}^{\text{HOMO}}(r),
\]
For the asymptotic region
\[
\lim_{|r| \to \infty} V^OEP_{xc\sigma}^{\text{KLI}}(r) \approx u_{xc\sigma}^{\text{HOMO}}(r),
\]
and by using equation 16 it is obtained that

$$\lim_{|r| \to \infty} V^{\mathrm{OEP-KLI}}_{\text{xc}}(r) \approx - \int dr' \frac{\rho_{\text{HOMO}}(r')}{|r - r'|}. \quad (20)$$

Thus, the correct asymptotic behavior of the exchange-correlation potential is obtained by using just the HOMO in the SIC-OEP-KLI approach. This is an important result since a large part of the work involved in the evaluation of equations 1 and 12 can be avoided. Naturally, when additional orbitals are included with the HOMO (active space in the SIC-OEP-KLI approach) the orbital energies are closer to the results obtained with the full SIC-OEP-KLI approach. It is worth to note that such an analysis was obtained exclusively for atomic systems and to our knowledge there is not any report where the SIC-OEP-KLI approach, coupled with the active space, is applied on molecular systems.

**Computational details**

All of the calculations reported in this work were done with the NWChem program [13]. In order to describe the effects of the size of active space included on the self-interaction corrections, we computed the electronic structure of a set of small organic molecules (see Table 1). Geometries of all of the molecules considered in this study were fully optimized by using the Hartree-Fock (HF) method and the Exchange only local-density approximation using the Slater’s functional (XLDA); in both cases the basis set used was the cc-pvtz. Analytic second derivative calculations, which yield the harmonic vibrational frequencies, were performed at the optimized geometries on the two levels of theory, to ensure that the optimized geometries are minima on the potential energy hypersurface (all real frequencies). To obtain the SIC, single point calculations were done with the SIC-OEP-KLI method implemented in the NWChem code. [13] The geometries came from an optimization at the XLDA/cc-pvtz level of theory; and the same basis set and exchange only functional was used in the SIC-OEP-KLI single point calculations. In order to analyze the effect of the correction including only the HOMO orbital, two different active spaces were used for the AS-SIC calculations: the first one defined by the HOMO, and the second one defined by the complete set of occupied molecular orbitals, full-SIC. As a case study for the evaluation of the self-interaction effects on interstitial states, we use the positive charged region the BgK toxin previously reported by our Group. [8] According to that we computed the electronic structure of a model of two guanidinium groups on the geometry of the Arg21 and Arg27 residues of the BgK protein. (see Figs. 1 and 2) Single point calculations of this model were done at the XLDA/cc-pvtz level of theory and using the AS-SIC procedure with the same basis set and exchange only functional. In the AS-SIC calculations, three different active spaces were used: the HOMO, the five higher occupied molecular orbitals, and the ten higher occupied molecular orbitals.

**Results and discussion**

In exact KS DFT theory only the HOMO eigenvalue ($\varepsilon_{\text{HOMO}}$) has a rigorous physical interpretation and corresponds to the negative of the first ionization potential (IP) [14,15]. It has been demonstrated that, with the SIC included in some exchange-correlation approximations, the negative of the calculated HOMO energies are much closer to the corresponding first IPs and the calculated HOMO-LUMO gaps are also closer to the first electronic excitation energies ($\tau$) [3, 5,11,12].

Let us first focus on the HOMO energies. Table 1 summarizes the results obtained for the HOMO eigenvalue for a set of small molecules. As it is expected Hartree Fock values are quite close to the ionization potential in contrast to the

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\varepsilon_{\text{HOMO}}$ (eV)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HF</td>
<td>XLDA</td>
</tr>
<tr>
<td>CO</td>
<td>-14.99</td>
<td>-7.76</td>
</tr>
<tr>
<td>N$_2$</td>
<td>-16.57</td>
<td>-8.92</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>-13.70</td>
<td>-5.56</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>-11.66</td>
<td>-4.75</td>
</tr>
<tr>
<td>NH$_4^+$</td>
<td>-26.77</td>
<td>-19.30</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>-10.36</td>
<td>-5.66</td>
</tr>
<tr>
<td>C$_2$H$_6$S$_2$</td>
<td>-9.75</td>
<td>-4.48</td>
</tr>
<tr>
<td>CH$_3$CCHCl$_2$</td>
<td>-11.92</td>
<td>-6.05</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-9.48</td>
<td>-4.65</td>
</tr>
</tbody>
</table>
exchange only LDA values that underestimate the IPs. The full-SIC and AS-SIC-HOMO approaches move the data in the right direction; and as it is seen in atoms the use of the HOMO orbital in the active space represent a large improvement. What is important to notice, is that, in addition to the large correction in each value achieved by the simplest active space, the general trend is also close to the full-SIC behavior as can be seen in figure 3. Also, one may say that the observed linear relationships between eigenvalues and experimental IPs for atoms are also present but for SIC corrected values it is not as good as for the Hartree-Fock and XLDA methods (see Fig. 4). In relation to the HOMO-LUMO gap, associated to excitation energies, the results shown in Table 2 compare this quantity with the experimental first excitation energies for the set of molecules. The calculated results are collected in Tables 1 and 2 with available experimental data. Once again, the performance of the AS-SIC-HOMO is remarkable: the correction in the numeric values, as well as the general trend, is almost equivalent to the XLDA and full-SIC results as one may conclude of the analysis of Table 2 and figure 5.

Now, let us focus on the model of interstitial states. In the case of a molecular system, the interest of using the AS-SIC approach comes from the idea to improve the description of what are called the valence molecular orbitals. Therefore, figure 6 shows the behavior of the eigenvalues of the ten highest occupied and the ten lowest unoccupied states of a system build as two interacting guanidinium groups. The effects of the size of the active space on the SIC are shown on the figure 4. If we analyze the impact of the size of the active space in the HOMO eigenvalue, one may say that including only the HOMO in the active space stabilizes the HOMO by 13.55 kcal/mol, as compared to the non corrected value; the use the five higher occupied molecular orbitals as the active space, stabilizes the same orbital by 15.19 kcal/mol; and if the active space includes the ten higher occupied molecular orbitals, the HOMO eigenvalue is shifted 22.34 kcal/mol. Also, the use of the active space with only the HOMO induces that the HOMO and HOMO-1 become almost degenerate, a situation that is maintained up to the use of an active space of ten orbitals. In relation to the LUMO eigenvalue, a similar behavior to the one

Fig. 1. Structure of the BgK toxin. Panel a) shows the structure of the toxin obtained from the Protein Data Bank [17]. The amino acid sequence is VCRDFKETACRHKSLGNCRTSKYRAKCAKTCELC. To have a point of reference in the structure, N and C letters mark the amino and carboxylic endings, respectively; the disulfide bridges are rendered with yellow sticks. The region marked by Arg21 and Arg27 contains the interstitial state (see reference 8). Panel b) shows the conformation of Arg21 and Arg27 residues in the first NMR structure of BgK reported on ref. 17. The protein structure was simplified by removing all of the atoms beyond the site marked with letter R, in order to obtain the guanidinium system.

Fig. 2. Schematic representation of the zwitterionic form of an arginine residue (Arg). The guanidinium group is indicated by the dashed rectangle on the left.

Fig. 3. Experimental negative ionization potential (-IP) compared to the calculated HOMO eigenvalues for molecules. The experimental data are taken from [16].
observed in atoms is remarkable: the LUMO eigenvalue is less sensitive to SIC corrections.

The interstitial state in the model is the LUMO+2 orbital; its eigenvalue remains practically unchanged until the active space of five orbitals and it slightly change for the active space of ten orbitals. With respect to the local behavior, the SIC induces a significant change in the shape of the orbital. Indeed, the SIC corrected orbital behaves more as a state belonging to the intermediate region between the two charged groups.

**Conclusions**

As has been pointed out in section II, the use of an active space containing only the HOMO orbital is enough to ensure the correct asymptotic behavior of the Kohn-Sham potential. This

---

**Fig. 4.** Correlation of the experimental negative ionization potential (-IP) versus the $e^{\text{HOMO}}$ values calculated at (a) HF/cc-pvtz (HF), (b) XLDA/cc-pvtz (XLDA), (c) Full SIC-OEP XLDA/cc-pvtz (full SIC), and (d) Active space SIC correction at the XLDA/cc-pvtz level of theory including only the HOMO in the “active space” (AS-SIC-HOMO).

**Fig. 5.** Experimental first electron excitation energies (τ) compared to the calculated HOMO-LUMO energy gaps for a subset of the molecules. The experimental data are taken from NIST data base [16].

**Fig. 6.** Comparison of the local behavior of the interstitial state (LUMO+2) in the guanidinium model between the standard XLDA and the full-SIC calculations. The plane for the contour plot is defined by the three hydrogen atoms close to the interstitial region. Panel (a) corresponds to the standard XLDA calculation and panel (b) to the full-SIC procedure. The contour values for both panels in atomic units are 0.015, 0.018, 0.021, 0.024, and 0.027. The calculations were done at XLDA/cc-pvtz level of theory.
will have a relevant impact in the description of the frontier orbitals in molecular systems. As a consequence of that, the trends in the IPs' and excitation energies obtained are improved and qualitatively follow the pattern of the experimental values. However, in order to obtain an appropriate description of the local behavior of the KS potential in the whole range of distances from the nuclei, the HOMO is not enough for the AS-SIC and it is necessary to include an active space of more than one orbital so that the SIC “touch” the whole valence region. For molecular systems is less clear what particular orbital has more impact when it is included in the active space and this will imply the use of the AS-SIC with a careful calibration; that is, one has to explore for each size of the active space what particular orbitals have the larger impact. The SIC procedure could be follows a localization procedure to gain efficiency in the use of a restricted number of orbitals in the active state. With respect to the use of SIC for the treatment of LUMO interstitial states, one may say that it is expected strong changes in the local behavior of such states when the SIC is included; also, the active space containing a single orbital (HOMO) could give the main correction in the eigenvalues but the impact in the local behavior remains as an open question. Due to the reduction in the computer effort to include SIC effect, the AS-SIC method seems to be a possibility to obtain reliable trends in the behavior of ionization potentials and excitation energies in molecular systems with many atoms or electrons.
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17. The structure corresponds to the first of the 15 deposited structures in the Protein Data Bank (http://www.pdb.org) for BgK toxin with code 1BGK.